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Abstract

We propose a rigorous procedure to obtain the adjoint-based gradient representation of cost functionals for the optimal
control of discontinuous solutions of conservation laws. Hereby, it is not necessary to introduce adjoint variables for the
shock positions. Our approach is based on stability properties of the adjoint equation. We give a complete analysis for
the case of convex scalar conservation laws. The adjoint equation is a transport equation with discontinuous coefficients
and special reversible solutions must be considered to obtain the correct adjoint-based gradient formula. Reversible
solutions of the adjoint transport equation and the required stability properties are analyzed in detail.

Keywords: optimal control, adjoint state, conservation laws, shocks, differentiability, linear transport equations,
discontinuous coefficients

1 Introduction

This paper is concerned with the justification of adjoint-based derivative calculations for optimal control
problems governed by nonlinear hyperbolic conservation laws with source term. We propose an approach
that handles the presence of shock discontinuities in a rigorous way without introducing the shock position
as additional state variable. Our analysis is based on the variational calculus for conservation laws developed
in Ulbrich [19, 20] and on a detailed study of the stability properties of the adjoint equation – a transport
equation with discontinuous coefficient – with respect to its coefficients. Stability properties of the adjoint
equation played already a fundamental role for the adjoint-based shock-sensitivity analysis in [19], where
we could only sketch the required stability results. The present paper provides a detailed analysis of the
adjoint equation. Moreover, we describe a general procedure to obtain also in the case of shocks a rigorous
adjoint-based gradient formula for tracking-type functionals.

As a model problem we consider the state equation

yt + f(y)x = g(t, x, y, u1), (t, x) ∈ (0, T )× R def= ΩT , y(0, x) = u0(x), x ∈ R. (1)

Hereby,f : R → R is a twice continuously differentiable strictly convex flux function,u = (u0, u1) ∈
L∞(R) × L∞(ΩT )m, m ∈ N, is the control andg : ΩT × R × Rm is a source term. Detailed regularity
assumptions onu andg will be given later.

State equations of the form (1) arise, e.g., in model problems for the control of traffic flow [15] or for the
optimal design of a duct with flow governed by the quasi-1-D Euler equations [3,7,12]. Thus, the scalar inho-
mogeneous conservation law (1) provides a useful basis for a rigorous analysis of optimal control problems
governed by conservation laws.
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It is very well known that even for smoothu andg solutions of the inhomogeneous conservation law (1)
develop in general discontinuities (shocks) after a finite time and that entropy solutions provide the physically
relevant weak solution, see, e.g., [11,13]. We recall thaty ∈ L∞(ΩT ) is an entropy solution if for all convex
functionsη : R→ R with associated entropy fluxq satisfyingq′ = η′f ′ the entropy inequality

η(y)t + q(y)x ≤ η′(y)g(t, x, y, u1) in D′(ΩT )

holds and if the initial data are assumed in the senselimτ→0+
1
τ

∫ τ
0 ‖y(t, ·)− u0‖1,loc dt = 0. We will work

with the following regularity and growth assumption ong:

(A1) g ∈ L∞(ΩT ;C0,1
loc (R × Rm)) ∩ L∞(0, T ;C1

loc(R × R × Rm)) andg is Lipschitz continuous w.r.t.x.
Moreover, for allMu > 0 there areC1, C2 > 0 with

g(t, x, y, u1) sgn(y) ≤ C1 + C2|y|, for all (t, x, y, u1) ∈ ΩT × R× [−Mu,Mu]m.

Then it can be shown, see [18–20] and also [11], that for allu ∈ L∞(R) × L∞(ΩT )m there exists a unique
entropy solutiony ∈ L∞(ΩT ) ∩ C([0, T ];L1

loc(R)) of (1) which we denote byy(·;u).
For concreteness, we will consider optimal control problems of the form

min
u∈Uad

J(y(u)) +R(u) subject to y = y(u) solves (1), (2)

whereUad is a set of admissible controls,R is a regularization term andJ is a general tracking-type functional

u 7−→ J(y(u)) =
∫
I
ψ(y(t̄, x;u), yd(x)) dx (3)

with t̄ ∈ (0, T ), an intervalI = [A,B], ψ ∈ C1,1
loc (R2), and datayd ∈ BV (I). Then the existence of optimal

solutions for (2) is ensured ifUad is bounded inL∞(R)× L∞(ΩT )m and compact inL1
loc(R)× L1

loc(ΩT )m

and if the regularization termR : Lploc(R)× Lploc(ΩT )m → R is lower semicontinuous for somep ∈ [1,∞),
see [18,20].

In order to justify the application of gradient-based methods for the solution of the control problem (2)
it is necessary to obtain differentiability results for the functional (3). Hereby, the presence of shocks poses
severe difficulties, since the variation of shock positions enters the variation of (3). This requires a careful
study of shock sensitivities, sensitivity equation, and adjoint equation to obtain differentiability results and
sensitivity- or adjoint-based derivative formulas for the objective functional. In fact, due to the variation of
shocks the control-to-state mappingu 7→ y(t̄, ·;u) is at best differentiable if, e.g., the weak topology of local
measures is used on the state space instead of the strongL1

loc-norm (see [2] and [20] for weak differentiability
results), but this topology is too weak to imply differentiability results for the objective functional (3). In the
recent paper [19], see also [20], we have therefore proposed the concept of shift-differentiability. It is based
on nonlinear shift-variations that take into account the shift of shocks in a specific way. This enabled us to
obtain in [19,20] differentiability results for tracking-type functionalsJ of the form (3). In the present paper
we describe a general procedure to derive an adjoint-based gradient representation forJ that is rigorous
for solutions with shocks and does nevertheless not require to introduce the shock locations as additional
state variables, which would lead to inconvenient additional adjoint states for the shock locations. However,
the weak differentiability properties ofu 7→ y(t̄, ·;u) in the case of shocks are not strong enough to apply
the classical adjoint calculus for the functional (3). We note that the linearization of the state equation (1)
has necessarily only measure-solutions with singular part on the shock set carrying the shock sensitivities
information. Therefore, the formal sensitivity equation

δyt + (f ′(y)δy)x = gy δy + gu1 δu1, (t, x) ∈ ΩT , δy(0, x) = δu0(x), x ∈ R. (4)

must be used with care, since it contains the productf ′(y)δy of the discontinuous functionf ′(y) and a
measureδy, see [1, 9, 20]. On the other hand, the formal adjoint equation is a transport equation with the
discontinuous coefficientf ′(y) and admits many solutions, see section 3, which requires the characterization
of the ”correct” adjoint state.

Our approach omits these difficulties by considering an ”averaged” variant of the linearization (4) and
the associated ”averaged” adjoint equation that take automatically care of the shock sensitivities. Using the
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variational calculus recently developed in Ulbrich [19,20] and by extending existence and stability results of
Bouchut and James [1] onreversible solutionsof linear transport equations with discontinuous coefficients
we will then take the limit in the ”averaged” adjoint equation. This yields a rigorous adjoint-based gradient
formula for tracking-type functionals (3) and provides the appropriate interpretation of the adjoint equation
itself. Hereby, we will allow the presence of rarefaction waves (for convex fluxf generated by upward-jumps
in the initial data) which requires some care in the analysis of the adjoint equation.

The results of this paper provide also an analytical framework for the convergence analysis of numerical
schemes for adjoint-computations. We will addresse this topic in a forthcoming paper.

The paper is organized as follows. In section 2 we derive an adjoint-based gradient representation for
objective funtionals (3). Hereby, we will use existence and stability properties for solutions of an ”averaged”
adjoint equation that is a transport equation with discontinuous coefficient. In section 3 we give a detailed
analysis of this type of transport equations. By extending previous results of Bouchut and James [1] on
reversiblesolutions of transport equations we provide in particular the existence and stability properties
needed in section 2.
Notations. We use standard notations with the following exceptions: for a setS we denote byB(S) the space
of bounded functionsv : S 7→ R equipped with the sup-norm. For openS we denote byCk(S) the space
of functions with continuousboundedderivatives up to orderk with norm‖v‖Ck(S) =

∑
|β|≤k ‖Dβv‖∞,S .

Ck(Scl) is the subspace of allv ∈ Ck(S) such thatDβv, |β| ≤ k, admit a continuous extension toScl. For
x0 < x1 < . . . xN < xN+1 andI = [x0, xN+1] we denote byPCk(I;x1, . . . , xN ) the space of piecewise
Ck-functions with possible jumps atx1, . . . , xN , endowed with‖v‖PCk(I;x1,...,xN ) =

∑N
i=0 ‖v‖Ck([xi,xi+1]).

2 Differentiability of the reduced objective functional and adjoint-based gradient formula

2.1 Properties of the control-to-state mapping
We have already mentioned that for controls inL∞ there exists a unique entropy solutiony ∈ L∞(ΩT ) ∩

C([0, T ];L1
loc(R)). Moreover precisely, we have the following result, see [11,14,16,18–20].

Proposition 1. (Existence, stability, and Oleinik’s entropy condition)
Let (A1) hold. Then for allu = (u0, u1) ∈ L∞(R)×L∞(ΩT )m def= U∞ there exists a unique entropy solution
y = y(·;u) ∈ L∞(ΩT ) of (1). Moreover,y ∈ C([0, T ];L1

loc(R)) after modification on a set of measure zero.
LetMu > 0 andUad ⊂ {u ∈ U∞ : ‖u0‖∞ ≤Mu, ‖u1‖∞ ≤Mu}. Then there areMy > 0 andLy > 0

such that for allu, û ∈ Uad and all t ∈ [0, T ] the stability estimates hold

(i) ‖y(t, ·;u)‖∞ ≤My,

(ii) ‖y(t, ·;u)− ŷ(t, ·; û)‖1,[a,b] ≤ Ly(‖u0 − û0‖1,It + ‖u1 − û1‖1,[0,t]×It),

wherea < b are arbitrary andIt
def= [a− tMf ′ , b+ tMf ′ ],Mf ′

def= max|y|≤My
|f ′(y)|.

Let in additionf ′′ ≥ mf ′′ > 0 hold and set̂Uad = {u ∈ Uad : ‖u1‖L∞(0,T ;C1(ΩT )m) ≤Mu}. Then there

exists a constantM > 0 such that for allu ∈ Ûad and all t ∈ (0, T ] Oleinik’s entropy condition

yx(t, ·;u) ≤ 1
(1− e−cMt)M−1 + e−cMt(sup{Lip+(u0),M})−1

(5)

holds in the sense of distributions, wherec def= mf ′′ , Lip+(u0) def= ess supx 6=z
(
u0(x)−u0(z)

x−z

)
+

. Hereby,M > 0

depends on the Lipschitz constants ofg(t, x, y, u1(t, x)) w.r.t. x, y and g ≡ 0 allows the limitM → 0. In
particular, y(t, ·) ∈ BV loc(R) for all t ∈ (0, T ] andy ∈ BV ([σ, T ]× [−R,R]) for all σ,R > 0.

Sinceψ is locally Lipschitz-continuous, it is obvious by (i) and (ii) of Proposition 1 that the mapping
u ∈ (Uad ⊂ L1

loc) 7→ J(y(u)) is Lipschitz-continuous forJ given by (3) and boundedUad ⊂ L∞. However,
the mappingu 7→ y(t̄, ·;u) ∈ L1

loc(R) is in general not differentiable ify(t̄, ·;u) contains a shock, since the
variation of the shock position allows at best differentiability results for, e.g.,u 7→ y(t̄, ·;u) ∈ Mloc(R) −
weak∗, whereMloc(R) − weak∗ denotes the space of locally bounded Borel measures onR equipped with
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the usual weak∗-topology. We refer to [19] for a simple example that illustrates this fact. On the other hand,
an application of the chain rule to obtain the differentiability of the functionalJ in (3) would require the
differentiability ofu 7→ y(t̄, ·;u) ∈ Lploc(R) for somep > 1, which does not hold in the case of shocks.

2.2 Differentiability of the objective functional
The previous considerations show that the differentiability of the objective functional can only be obtained

if the sensitivity of shocks and their contribution to the variation of the objective functional are studied in
detail. To this purpose, we have proposed in [19, 20] the concept of shift-differentiability that is based on
a first-order approximation inL1

loc of the actual variationy(t̄, ·;u + δu) − y(t̄, ·;u) by a nonlinear shift-
variation. The usefulness of shift-differentiability lies in the fact that it implies the Fréchet-differentiability
of tracking-type functionalsJ in (3). More precisely, letU be a control space, fix someu ∈ U and assume
thaty(t̄, ·;u) is piecewiseC1 on a neighborhood ofI = [A,B] with shocks atA < x1 < . . . < xK < B.
Similar to Fŕechet-differentiability we callu ∈ U 7→ y(t̄, ·;u) ∈ L1(I) shift-differentiableatu if there exists
a bounded linear operator

Dsy(t̄, ·;u) : δu ∈ U 7−→ (δyt̄, δx1, . . . , δxK) ∈ Lr(I)× RK , r > 1, (6)

such that with(δyt̄, δx) = Dsy(t̄, ·;u) · δu

‖y(t̄, ·;u+ δu)− y(t̄, ·;u)− δyt̄ − Σ(xi)
y(t̄,·;u)(δx)‖

1,I
= o(‖δu‖U )

holds, where theshift-correctionΣ(xi)
y(t̄,·;u)(δx) is defined by

Σ(xk)
y(t̄,·;u)(δx1, . . . , δxK)(x) def=

K∑
k=1

[y(t̄, xk;u)] sgn(δxk)1I(xk,xk+δxk)(x), x ∈ I.

Hereby,[y(t̄, xk;u)] def= y(t̄, xk−;u) − y(t̄, xk+;u) denotes the jump acrossxk andI(xk, xk + δxk) is the
interval enclosed between the minimum and maximum ofxk, xk + δxk.

Remark 2. u 7→ y(t̄, ·;u) is for example shift-differentiable if the shock locations ofy(t̄, ·;u) vary smoothly
and connect smoothly varying states.

Once the shift-differentiability ofu ∈ U 7→ y(t̄, ·;u) ∈ L1(I) is shown, it follows the Fŕechet-differentia-
bility of tracking-type functionalsJ in (3) as long asyd is continuous atx1, . . . , xK , see [19,20]. In fact, the
Fréchet-derivative of (3) is given by

duJ(y(u)) · δu = (ψy(y(t̄, ·;u), yd), δyt̄)2,I +
K∑
k=1

ψ̄y(xk)[y(t̄, xk;u)] δxk, (7)

whereψ̄y(x) is the everywhere defined ”mean value” representative ofψy(y(t̄, ·;u), yd)

ψ̄y(x) def=
∫ 1

0
ψy(τy(t̄, x+;u) + (1− τ)y(t̄, x−;u), τyd(x+) + (1− τ)yd(x−)) dτ. (8)

Remark 3. Of course,ψy(y(t̄, ·;u), yd) in the first term of (7) can be replaced bȳψy.

We have the following result [19,20].

Theorem 4. (Shift-differentiability of entropy solutions, differentiability of objective functionals)
Let (A1) hold, letf ′′ ≥ mf ′′ > 0 and letg be affine linear w.r.t.y. Consider for arbitraryz1 < . . . < zN the
control spaceU = PC1(R; z1, . . . , zN )× L∞(0, T ;C1(R)m).

Then forI = [A,B], t̄ ∈ (0, T ], the mappingu ∈ U 7−→ y(t̄, ·;u) ∈ L1(I) with y(·;u) denoting the
entropy solution of(1) is shift-differentiable at anyu ∈ U such thaty(t̄, ·;u) has onI no shock generation
points and finitely many nondegenerate shocksA < x1 < . . . < xK < B that are all no shock interac-
tion points. Moreover, the objective functional(3) is Fréchet-differentiable atu with derivative(7) if yd is
continuous atx1, . . . , xK .

Proof. The proof can be obtained by a careful application of Dafermos’ theory of generalized characteristics
[5] and can be found in [19,20].
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2.3 Adjoint-based gradient representation
We will now use the differentiability result of Theorem 4 to convert (7) to a more convenient adjoint-based

gradient representation. In view of numerical approximations and the wish to handle complicated shock
structures it is hereby highly desirable that the resulting adjoint- or sensitivity-based derivative formulas
do not require the introduction of additional adjoint states or sensitivties for the shock position. Rather,
one would like to find derivative formulas that are based on appropriately defined measure-solutions of the
sensitivity equation (4) or the solution of the corresponding adjoint equation, respectively.

We have already observed that the differentiability properties ofu 7→ y(·;u) do not allow an application of
the classical adjoint calculus to obtain a gradient representation forJ . Therefore, we proceed more carefully.
Let with the notations of Theorem 4 the mappingu 7−→ y(t̄; ·;u) be shift-differentiable atu ∈ U . Now
let δu ∈ U be arbitrary and set̂u def= u + δu, ŷ def= y(·;u + δu), y = y(·;u), and∆y def= ŷ − y. Using that
y, ŷ ∈ L∞(R) ∩ C([0, T ];L1

loc(R)) are weak solutions of (1) we obtain by subtracting (1) forŷ andy that

∆yt + (f̄ ′(ŷ, y)∆y)x = g(·, ŷ, û1)− g(·, y, u1) in D′(ΩT ), ∆y(0, ·) = δu0

with the averaged coefficient

f̄ ′(ŷ, y) def=
∫ 1

0
f ′(τ ŷ + (1− τ)y) dτ.

Sincey, ŷ ∈ C([0, T ];L1
loc(R)) ∩ L∞(R), this yields for any test function satisfying

p̂ ∈ L∞(Ωt̄) ∩ C([0, t̄];L2(R)) ∩ C0,1([σ, t̄]× R) for all σ ∈ (0, t̄), suppx(p̂) bounded (9)

the identity

(p̂(t̄, ·),∆y(t̄, ·))2 = (p̂(0, ·), δu0)2 + (p̂t + f̄ ′(ŷ, y)p̂x + gy(·, y, û1)p̂,∆y)2,Ωt̄

+ (p̂, g(·, y, û1)− g(·, y, u1))2,Ωt̄
,

(10)

where we have used thatg is by assumption affine linear w.r.t.y. As we will show in section 3, it is possible
to construct for givenpt̄ ∈ C0,1

c (R) a reversiblesolutionp̂ for the ”averaged” adjoint equation

p̂t + f̄ ′(ŷ, y)p̂x = −gy(·, y, û1)p̂, (t, x) ∈ Ωt̄, p̂(t̄, x) = pt̄(x), x ∈ R (11)

that has the regularity (9), see Corollary 15, as well as the following stability property, see Theorem 17: For all
σ ∈ (0, t̄), r ∈ [1,∞) and anyε-neighborhoodFε of the set of rarefaction centersF = {z ∈ R : [u0(z)] < 0}
we have

p̂→ p in C([0, t̄];Lr(R)) ∩ C([σ, t̄]× R) ∩ C([0, t̄]× (R \ Fε)),
‖p̂‖∞ ≤Mp, supp

x
(p̂) uniformly bounded

 as‖δu‖U → 0 (12)

with a constantMp > 0. Hereby,p satisfies again (9) and is the reversible solution of

pt + f̄ ′(y)px = −gy(·, y, u1)p, (t, x) ∈ Ωt̄, p(t̄, x) = pt̄(x), x ∈ R. (13)

Our aim is to take the limit in (10) for regular end datapt̄. Then we letpt̄ converge toψ̄|I , cf. (7), (8).
Clearly, the shift-differentiability result of Theorem 4 holds also for a slightly larger intervalĪ = [A −

ρ,B + ρ]. We thus obtain with(δy, δx) = Dsy(t̄, ·;u) · δu

(pt̄,∆y(t̄, ·))2,Ī = (pt̄, δyt̄)2,Ī +
K∑
k=1

∫ xk+δxk

xk

pt̄(x) dx [y(t̄, xk;u)] + o(‖pt̄‖∞‖δu‖U ). (14)

Using (A1), (11), (12) and (14) we deduce from (10) that

(pt̄, δyt̄)2,Ī +
K∑
k=1

pt̄(xk)[y(t̄, xk)]δxk = (p(0, ·), δu0)2 + (gTu1
(·, y, u1)p, δu1)

2,Ωt̄
+ o(Mp‖δu‖U )

+O
(
‖pt̄‖1,R\Ī +

∑
k‖pt̄ − pt̄(xk)‖1,I(xk,xk+δxk)

)
.

(15)
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On the other hand,J in (3) has by Theorem 4 the derivative (7). Comparing (7) and (15), we would like to
choose the discontinuous end datapt̄ = ψ̄y|I , which requires an extension of the admissible end data in (13).
We will show in section 3, Corollary 15, that for end data

pt̄ ∈ BLip(R) def=

{
pt̄ ∈ B(R) : pt̄ is the pointwise everywhere limit of a sequence

(pt̄n) in C0,1(R), (pt̄n) bounded inC(R) ∩W 1,1
loc (R)

}
there exists a reversible solution

p ∈ B(Ωt̄) ∩ C0,1([0, t̄];L1
loc(R)) ∩B([0, t̄]; BV loc(R)) ∩ BV loc(Ωcl

t̄ )

of (13) such that for any such sequence(pt̄n) in C0,1(R) and corresponding solution sequence(pn) of (13)

pn → p boundedly everywhere on((0, t̄]× R) ∪ ([0, t̄]× (R \ F )) and inC([0, t̄];L1
loc(R)). (16)

Sincey(t̄, ·), yd ∈ BV (I), it is easy to see thatpt̄ = ψ̄y|I ∈ BLip(R) and without restriction we can choose
the approximating sequence(pt̄n) such thatpt̄n ∈ C0,1

c (Ī), pt̄n|I(xk,xk+δxk) ≡ ψ̄y(xk).
With r > 1 from (6) we have|(pt̄n − ψ̄y, δyt̄)2,Ī | ≤ ‖p

t̄
n − ψ̄y|I‖r′,Ī‖δy

t̄‖r,I = O(‖pt̄n − ψ̄y|I‖r′,Ī‖δu‖U ),
1/r′ + 1/r = 1. Since (15) holds forpt̄n and correspondingpn we thus obtain with (7)

duJ(y(u)) · δu = (p(0, ·), δu0)2 + (gTu1
(·, y, u1)p, δu1)

2,Ωt̄

+O
(
(‖pt̄n − ψ̄y|I‖r′,Ī + ‖pn − p‖C([0,t̄];L1(R)))‖δu‖U

)
+ o(Mpn‖δu‖U ).

Now we have‖pt̄n − ψ̄y|I‖r′,Ī → 0 by the Lebesgue convergence theorem, suppx(pn) are uniformly bounded
and thus‖pn − p‖C([0,t̄];L1(R)) → 0 by (16) forn → ∞. Therefore, the last two terms areo(‖δu‖U ) and we
conclude that

duJ(y(u)) · δu = (p(0, ·), δu0)2 + (gTu1
(·, y, u1)p, δu1)

2,Ωt̄
, (17)

wherep is the reversible solution of (13) for datapt̄ = ψ̄y given by (8). Although we have still to introduce
appropriatereversiblesolutions of (11) and (13) having the stability properties (12) and (16), which will be
done in the next section, we already state the following result.

Theorem 5. Let the assumptions of Theorem 4 hold. Then the gradient respresentation ofJ in (3) with
respect to the scalar product ofL2(R)× L2(Ωt̄)m is given by(17), wherep is the reversible solution of(13)
for datapt̄ = ψ̄y given by(8).

Remark 6. We emphasize that the described approach for the derivation of the adjoint-based gradient rep-
resentation can also be applied to systems of conservation laws. It is rigorous as soon asu 7→ y(t̄, ·;u) is
shift-differentiable and the averaged adjoint equation is stable with respect to coefficients and end data.

Before we turn to the study of transport equations of the form (11) and (13) in the next section we collect
some properties of the coefficients. For convenience, we set

â
def= f̄ ′(ŷ, y), b̂

def= gy(·, y, û1), a
def= f ′(y), b

def= gy(·, y, u1).

By the assumptions of Theorem 4 (A1) holds andgy does not depend ony. It is now not difficult to see that

b̂, b ∈ L∞(0, T ;C0,1(R)) and b̂→ b in L∞(0, T ;C(R)) as‖δu‖U → 0. (18)

Moreover, we have by Proposition 1, (i)–(ii), that

â→ a in L1
loc(ΩT ) and inL∞(ΩT )-weak∗ as‖δu‖U → 0. (19)

Finally, f ′′ > 0 and Oleinik’s condition (5) yieldC > 0 and for anyε > 0 a constantMε > 0 with

âx(t, ·), ax(t, ·) ≤ C

t
, âx(t, ·)|

R\F clε , ax(t, ·)|
R\F clε ≤Mε for ‖δu‖U ≤ 1 (20)

in the sense of distributions, whereFε denotes again theε-neighborhood ofF = {z ∈ R : [u0(z)] < 0}.
Hereby and throughout we use the following convenient convention.

ForF = ∅ we setFε = ∅ for all ε > 0. (21)
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The second estimate in (20) follows from (5) by using theLip+-boundedness ofu0, û0 onR \ F and the
finite propagation speed of̂y, y.

It remains to analyze the linear transport equations (11), (13) and to justify the stability properties (12) and
(16). This will be carried out in the next section.

3 The adjoint equation: Linear transport equations with discontinuous coefficient

We consider the backward problem for a transport equation of the form

pt + apx = −bp+ c, (t, x) ∈ Ωτ
def= (0, τ)× R p(τ, ·) = pτ , (22)

whereτ ∈ (0, T ], b, c ∈ L∞(0, T ;C0,1(R)) anda ∈ L∞(ΩT ) satisfies the one-sided Lipschitz condition
(OSLC)

ax(t, ·) ≤ α(t), α ∈ L1(0, T ), (23)

or at least the weakened one-sided Lipschitz condition

ax(t, ·) ≤ α(t), α ∈ L1(σ, T ), for all σ ∈ (0, T ).

As observed earlier, the latter case is appropriate if we want to consider the adjoint equation for solutions
with rarefaction waves. The adjoint equation (13) and the averaged adjoint equation (11) are of the form (22).
In view of (20) we use the more flexible assumption

ax(t, ·) ≤ α(t), α ∈ L1(σ, T ), for all σ ∈ (0, T ), ax(t, ·)|R\E ≤ α̃(t), α̃ ∈ L1(0, T ) (24)

with a closed setE ⊂ R andε-neighborhoodEε. This contains (23) if we chooseE = ∅. Clearly, (20)
implies (24) for all setsE = F clε , ε > 0, with the convention (21).

Transport equations (22) have been studied in a different context by several authors under the strong OSLC
(23). Conway [4] shows that under the strong OSLC (23) for Lipschitz continuousb, c and anypτ ∈ Lip(R)
there exists a Lipschitz continuous solution to (22) which is not necessarily unique. For the non-uniqueness
of Lipschitz solutions we refer to the simple sgn-example given by Conway [4] witha(t, x) = − sgn(x)
andb, c ≡ 0. Similar results were obtained in the context of uniqueness proofs for (1) in [10, 14] and of
error estimates for approximate solutions of (1) in [17]. To ensure uniqueness and stability of solutions,
Bouchut and James introduce in the recent paper [1] fora satisfying the strong OSLC (23),b, c ≡ 0 and
datapτ ∈ Lip(R) specialreversiblesolutions that are unique and stable with respect toa. The reversible
solutions of [1] are not directly extendible to the general caseb, c 6≡ 0 but will nevertheless form the basis of
our approach, since they provide a generalized backward flow associated witha that will allow us to define
reversible solutions by using the characteristic equation. The results of this section extend and augment the
existing results in the following directions:
• We work under the weakened OSLC (24). This is essential to handle the adjoint equation (13) in the case

of rarefaction waves.
• We admit discontinuous end data. We have already seen that this is essential to obtain the adjoint-based

gradient representation (17) for tracking type functionals (3).
• We cover the nonhomogeneous caseb, c 6≡ 0 which is necessary to handle adjoint equations for conserva-

tion laws with source term, whereb 6≡ 0, as well as adjoint equations for cost functionals with distributed
observation, wherec 6≡ 0.
• We will derive precise regularity results of reversible solutions, also for the case of the weakened OSLC

(24). This yields in particular quite precise regularity results for theL2-gradient (17) of (3).
To motivate our definition of reversible solutions of (22) it is instructive to consider the case of smooth coeffi-
cients and data. Ifa, b, c, pτ are smooth then it is well known that (22) admits unique classical solutions given
by the characteristic equation. In fact, letDb =

{
(s, t) ∈ R2 : 0 ≤ t ≤ s ≤ T

}
and define the characteristic

backward flowX : Db × R −→ R by requiring that for all(t, x) ∈ ΩT

X(t; t, x) = x,
d

ds
X(s; t, x) = a(s,X(s; t, x)), s ∈ [t, T ]. (25)
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Then the solution of (22) is given by the characteristic equation

p(τ,X(τ ; t, x)) = pτ (X(τ ; t, x))
d

ds
p(s,X(s; t, x)) = (−bp+ c)(s,X(s; t, x)), s ∈ (t, τ),

 (t, x) ∈ ΩT . (26)

Our definition of reversible solutionsp for the case of discontinuousa can be motivated as follows: Obviously,
the backward flowX satisfies the composition formula

X(s; t,X(t;σ, z)) = X(s;σ, z) for all 0 ≤ σ ≤ t ≤ s ≤ T, z ∈ R. (27)

and withσ = 0 andx = X(t; 0, z) we see that (26) is equivalent to

p(τ,X(τ ; 0, z)) = pτ (X(τ ; 0, z)), z ∈ R
d

dt
p(t,X(t; 0, z)) = (−bp+ c)(t,X(t; 0, z)), t ∈ (0, τ),

(28)

Moreover, since by (27) holdsX(s; t,X(t; 0, z)) = X(s; 0, z) andX(s; s, x) = x, we see by (28) that for
anys ∈ (0, T ] the functionX(s; ·, ·) is the unique classical solution to

Xt(s; ·) + aXx(s; ·) = 0, (t, x) ∈ (0, s)× R, X(s; s, x) = x, x ∈ R. (29)

Thus,X(s; ·, ·) solves a homogeneous transport equation with coefficienta and can be defined as a reversible
solution in the sense of Bouchut and James [1] also for the case, wherea ∈ L∞(ΩT ) satisfies the OSLC (23).
This yields a definition of the generalized backward flowX that is stable with respect to perturbations – e.g.,
smoothing – ofa and is thus consistent with the smooth case (it turns out thatX(·; t, x) is nothing else but
the Filippov-solution of the ODE (25)). This justifies to use (28) for the definition ofp and the stability ofX
will ensure the stability ofp with respect to the coefficienta.

3.1 Reversible solutions
We recall several results from Bouchut and James [1] that are the starting point of our approach. Denote

byLh the space of Lipschitz-continuous solutions to

pt + apx = 0, (t, x) ∈ Ωτ (30)

We have seen that solutions with prescribed end datapτ are in general not unique. To obtain uniqueness
Bouchut and James define in [1] for the homogeneous caseb, c ≡ 0 reversible solutions as follows:

Definition 7. (Reversible solution forb, c ≡ 0, [1])
p ∈ Lh is calledreversible solutionof (30) if there existp1, p2 ∈ Lh such that(p1)x ≥ 0, (p2)x ≥ 0 and
p = p1 − p2.

We have the following result of [1].

Theorem 8. (Existence and uniqueness of reversible solution forb, c ≡ 0, [1])
Leta ∈ L∞(ΩT ) satisfy the OSLC(23). Then for anypτ ∈ Lip(R) there exists a unique reversible solution
p ∈ C0,1

loc (Ωcl
τ ) of (30)with p(τ, ·) = pτ . Moreover,

‖p(t, ·)‖∞,I ≤ ‖p
τ‖∞,J , ‖px(t, ·)‖∞,I ≤ e

∫ τ
t
α‖pτx‖∞,J

with I = (x1, x2), J = (x1 − ‖a‖∞(τ − t), x2 + ‖a‖∞(τ − t)).

This convenient characterization of reversible solutions is not extendible to the caseb 6= 0 or c 6= 0.
However, we will use the following generalized backward flow fora introduced in [1] together with the
characteristic equation (28):

Definition 9. (Generalized backward flow)
LetDb =

{
(s, t) ∈ R2 : 0 ≤ t ≤ s ≤ T

}
and leta ∈ L∞(ΩT ) satisfy the OSLC (23). Then the generalized

backward flowX ∈ Lip(Db × R) associated witha is defined by the requirement thatX(s; ·, ·) is for any
s ∈ (0, T ] the unique reversible solution to

Xt(s; ·, ·) + aXx(s; ·, ·) = 0, (t, x) ∈ (0, s)× R, X(s; s, x) = x, x ∈ R.
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Moreover, we setX(0; 0, x) = x.

One can show [1] thatX(s; t, x) satisfies

‖Xs‖
∞,
◦
Db×R

≤ ‖a‖∞, ‖Xt‖
∞,R×

◦
Db
≤ ‖a‖∞e

∫ T
0
α, ‖Xx(s; t, ·)‖∞ ≤ e

∫ s
t
α for all (s, t) ∈ Db. (31)

Moreover,Xx ≥ 0, x 7−→ X(s; t, x) is surjective for all(s, t) ∈ Db and

Xsx(s; t, x) ≤ α(s)Xx(s; t, x) for a.a.s ∈ (0, T ) (32)

on
◦
Db × R, see [1]. Thus, for arbitraryz1 < z2 and0 ≤ t ≤ σ ≤ s ≤ T we obtain

0 ≤ X(s; t, z2)−X(s; t, z1) ≤ X(σ; t, z2)−X(σ; t, z1) +
∫ s

σ
α(r)(X(r; t, z2)−X(r; t, z1)) dr,

and hence the Gronwall lemma yields

0 ≤ X(s; t, z2)−X(s; t, z1) ≤ (X(σ; t, z2)−X(σ; t, z1))e
∫ s
σ
α for all t ≤ σ ≤ s ≤ T. (33)

Moreover, it is shown in [1] that the composition formula (27) holds and that for any(t, x) ∈ ΩT

Xs(s; t, x) ∈ [a(s,X(s; t, x)+), a(s,X(s; t, x)−)] for a.a.s ∈ (0, T ). (34)

We recall that the one-sided Lipschitz condition (23) or (24) implies thata(t, ·) ∈ BV loc(R) for a.a.t and
thus the left- and right-sided limits in (34) exist.

Remark 10. (34) shows thatX(·; t, x) is a solution of (25) in the sense of Filippov [6]. On the other hand,
it is shown in [6] that the strong OSLC (23) implies existence and uniqueness of Filippov-solutions for (25).
Thus, the generalized backward flowX of Definition 9 coincides with the unique flow obtained by solving
(25) in the sense of Filippov.

In the case of the adjoint equation (22) we havea = f ′(y) with the solutiony of (1). Thus,X(·; t, x) is
nothing else but the generalized forward characteristic through(t, x) in the sense of Dafermos [5].

For our analysis the following stability result of [1] for the generalized backward flowX, which extends a
classical stability result of Filippov-solutions [6], will be important.

Theorem 11. (Stability of the generalized backward flow, [1, Thm. 4.1.15])
Let (an) be a bounded sequence inL∞(ΩT ) with an → a in L∞(ΩT )-weak∗ and let for a bounded sequence
(αn) in L1(0, T ) andα ∈ L1(0, T ) the OSLCs hold

(an)x(t, ·) ≤ αn(t), ax(t, ·) ≤ α(t) for a.a.t ∈ (0, T ).

Denote byXn andX the generalized backward flows associated withan anda according to Definition 9,
respectively. Then it holdsXn → X in C(Db × [−R,R]) for all R > 0.

Finally, it is shown in [1] that forb, c ≡ 0 the reversible solution of (22) is given byp(t, x) = pτ (X(τ ; t, x))
and is thus the broad solution according to (28) defined along the generalized characteristics. This motivates
our following definition of reversible solutions for (22) in the general caseb, c 6≡ 0.

Definition 12. (Reversible solution)
Denote byB(R) the Banach space of bounded functions equipped with thesup-norm and let

pt̄ ∈ BLip(R) def=

{
w ∈ B(R) : w is the pointwise everywhere limit of a sequence

(wn) in C0,1(R), (wn) bounded inC(R) ∩W 1,1
loc (R)

}

Let a ∈ L∞(ΩT ), ax(t, ·) ≤ α(t), α ∈ L1(0, T ) andb, c ∈ L∞(0, T ;C0,1(R)). Then a reversible solution
of (22) is defined as follows. For anyz ∈ R definep(t,X(t; 0, z)) as solution of

p(τ,X(τ ; 0, z)) = pτ (X(τ ; 0, z)),
d

dt
p(t,X(t; 0, z)) = (−bp+ c)(t,X(t; 0, z)) for a.a.t ∈ (0, τ). (35)

If merelyα ∈ L1(σ, T ) for all σ > 0 holds then we definep first on the domains(σ, τ)× R and then onΩτ

by exhaustion.
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In order to handle the weakened OSLC (24) the following observation is important.

Remark 13. The composition formula (27) yields the identityX(t; s, x) = X(t; 0, z) with x = X(s; 0, z)
for s ≤ t ≤ T . Therefore, as in the classical case (35) implies thatp satisfies for all0 ≤ s < τ andx ∈ R

p(τ,X(τ ; s, x)) = pτ (X(τ ; s, x)),
d

dt
p(t,X(t; s, x)) = (−bp+ c)(t,X(t; s, x)) for a.a.t ∈ [s, τ ]. (36)

Thus, for0 ≤ σ < s ≤ τ the reversible solution of (22) on(σ, τ) × R is an extension of the reversible
solution of (22) on(s, τ)× R. This justifies the construction ofp by exhaustion in the case of the weakened
OSLC (24). Moreover, we see from (31) thatp(s, x) depends only on the values ofa, b andc in the triangle
{(t, z) ∈ Ωτ : t ∈ [s, τ ], z ∈ [x− ‖a‖∞(t− s), x+ ‖a‖∞(t− s)]}.

3.2 Existence and uniqueness of reversible solutions
We are now in the position to show the following existence and uniqueness result.

Theorem 14. (Existence, uniqueness and regularity of reversible solutions under strong OSLC)
Leta ∈ L∞(ΩT ) satisfy the OSLC(23). Letb, c ∈ L∞(0, T ;C0,1(R)). Then the following holds:
For all pτ ∈ C0,1(R) there exists a unique reversible solutionp of (22). Moreover,p ∈ C0,1(Ωcl

τ ) andp solves
(22) almost everywhere onΩτ . Furthermore,‖p‖p∈C0,1(Ωclτ ) has independently ofτ a bound depending on
‖b‖L∞(0,T ;C0,1(R)), ‖c‖L∞(0,T ;C0,1(R)), ‖pτ‖C0,1(R), ‖a‖∞, and‖α‖1. Finally, for all t ∈ [0, τ ], z1 < z2 and
0 ≤ s < ŝ ≤ τ with

I = [z1, z2], J = [z1 − ‖a‖∞(τ − t), z2 + ‖a‖∞(τ − t)], I ŝs = [s, ŝ]× I, Jτt = [t, τ ]× J

the following estimates hold:

‖p(t)‖B(I) ≤ (‖pτ‖B(J) + ‖c‖L1(0,τ ;B(J)))e
‖b‖L1(0,τ ;B(J)) , (37)

‖px(t)‖1,I ≤ (‖pτx‖1,J + ‖bx‖1,Jτt ‖p‖∞,Jτt+ ‖cx‖1,Jτt )e‖b‖L1(t,τ ;B(J)) , (38)

‖pt‖1,I ŝs ≤ (ŝ− s)(‖bp− c‖L∞(s,ŝ;L1(I)) + ‖a‖∞,I ŝs‖px‖L∞(s,ŝ;L1(I))). (39)

In particular, one has with constantsC,M depending on‖pτ‖W 1,1(J), ‖a‖∞,[0,τ ]×J , ‖b‖L∞(0,τ ;W 1,1(J)), and
‖c‖L∞(0,τ ;W 1,1(J)), but not depending onα

‖p‖W 1,1((0,τ)×I) + ‖p‖B((0,τ ];W 1,1(I)) ≤M, ‖p(ŝ)− p(s)‖1,I ≤ C (ŝ− s). (40)

Before we prove this theorem, we state the following corollary that gives an existence and uniqueness
result under the weakened OSLC (24) and covers also the case of discontinuous end data.

Corollary 15. (Existence and uniqueness under weakened OSLC and for discontinuous end data)
Let the assumptions of Theorem14hold with the relaxation that only the weakened OSLC(24) is satisfied for
a closed setE ⊂ R. Then the following holds:

(i) For anypτ ∈ C0,1(R) there exists a unique reversible solutionp of (22). Moreover, for allσ ∈ (0, τ)
andε > 0 we have with the convention(21)

p ∈ B(Ωτ )∩C0,1([σ, τ ]×R)∩C0,1([0, τ ]× (R \Eε))∩C0,1([0, τ ];L1
loc(R))∩B([0, τ ]; BV loc(R)),

(37)–(40) hold for all t ∈ (0, τ ] andp satisfies(36) for all s ∈ (0, τ). Finally, ‖p‖C0,1([0,τ ]×(R\Eε)) has
independently ofτ a bound depending onε, ‖b‖L∞(0,T ;C0,1(R)), ‖c‖L∞(0,T ;C0,1(R)), ‖pτ‖C0,1(R), ‖a‖∞,
and‖α̃‖1.

(ii) For end datapτ ∈ BLip(R) there exists a unique reversible solutionp ∈ B(Ωτ ) according to Definition
12. Moreover,p satisfies the pointwise bound(37)and

p ∈ B(Ωτ ) ∩ C0,1([0, τ ];L1
loc(R)) ∩B([0, τ ]; BV loc(R)) ∩ BV loc(Ωcl

τ ).

Let (pτn) be any sequence inC0,1(R) that is bounded inC(R) ∩ W 1,1
loc (R) and converges pointwise

everywhere topτ . Then the corresponding reversible solutionspn of (22)according to(ii) satisfy

pn → p boundedly everywhere on((0, τ ]× R) ∪ ([0, τ ]× (R \ E)) and inC([0, τ ];L1
loc(R)).
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We prove now Theorem 14 and subsequently Corollary 15.
Proof of Theorem 14. We show first thatp is well defined. Let(t, x) ∈ Ωτ be arbitrary. Sincez 7−→
X(t; 0, z) is surjective, there isz ∈ R with x = X(t; 0, z). Now (35) defines the values ofp on the curve
(s,X(s; 0, z)), t ≤ s ≤ τ . If z is not unique then we get for allz̃ with x = X(t; 0, z̃) by (33) thatX(s; 0, z̃) =
X(s; 0, z) for all s ∈ [t, T ]. Thus, the definition does not depend on the choice ofz.

By (31) we see thatX(s; 0, z) ∈ J for all x ∈ I ands ∈ [t, T ]. Thus, (35) gives for allz with x =
X(t; 0, z) ∈ I ands ∈ [t, τ ]

|p(s,X(s; 0, z))| ≤ ‖pτ‖B(J) + ‖c‖L1(t,τ ;B(J)) +
∫ τ

s
‖b(r)‖B(J)|p(r,X(r; 0, z))| dr.

Now the Gronwall lemma yields (37). Hence, there exists a uniquep ∈ B(Ωτ ) satisfying (35).
We show thatp is Lipschitz-continuous. Letz1 < z2 be arbitrary. Then

∆p(t) def= p(t,X(t; 0, z2))− p(t,X(t; 0, z1))

satisfies∆p(τ) = pτ (X(τ ; 0, z2))− pτ (X(τ ; 0, z1)) and

d

dt
∆p(t) = c(t,X(t; 0, z2))− c(t,X(t; 0, z1))− b(t,X(t; 0, z2))∆p(t)

− (b(t,X(t; 0, z2))− b(t,X(t; 0, z1)))p(t,X(t; 0, z1)).

Thus, settingI(t) = [X(t; 0, z1), X(t; 0, z2)] we get for allt ∈ [0, τ ]

|∆p(t)| ≤
∫ τ

t
‖b(s)‖B(I(s))|∆p(s)| ds+ |pτ (X(τ ; 0, z2))− pτ (X(τ ; 0, z1))|

+
∫ τ

t
‖p(s)‖B(I(s))|b(s,X(s; 0, z2))− b(s,X(s; 0, z1))| ds (41)

+
∫ τ

t
|c(s,X(s; 0, z2))− c(s,X(s; 0, z1))| ds.

Hence, we have by (33) with∆X(t) def= X(t; 0, z2)−X(t; 0, z1)

|∆p(t)| ≤
(
‖pτx‖∞ + ‖b‖L1(0,τ ;C0,1)‖p‖B(Ωτ ) + ‖c‖L1(0,τ ;C0,1)

)
e
∫ τ
t
α∆X(t)+

∫ τ

t
‖b(s)‖B(I(s))|∆p(s)| ds

and by Gronwall for allt ∈ [0, τ ]

|∆p(t)| ≤ ∆X(t)
(
‖pτx‖∞ + ‖b‖L1(0,τ ;C0,1)‖p‖B(Ωτ ) + ‖c‖L1(0,τ ;C0,1)

)
e
‖b‖L1(0,τ ;B(R))+

∫ t
τ
α
.

This yields a uniform bound for‖px‖∞. Finally, letz ∈ R andt, t̂ ∈ [0, τ ], t < t̂, be arbitrary then by (31)

|p(t̂, X(t; 0, z))− p(t,X(t; 0, z))| ≤ |p(t̂, X(t̂; 0, z))− p(t,X(t; 0, z))|
+ |p(t̂, X(t̂; 0, z))− p(t̂, X(t; 0, z))|
≤ (‖b‖B(Ωτ )‖p‖B(Ωτ ) + ‖c‖B(Ωτ ) + ‖a‖∞‖px‖B(Ωτ ))|t̂− t|.

(42)

Hence,p ∈ C0,1(Ωτ ) and one easily checks that‖p‖C0,1(Ωclτ ) is bounded by a constant only depending on the
asserted quantities.

Finally, p solves (22) a.e. inΩT . In fact, for a.a.(t, x) = (t,X(t; 0, z)) in ΩT the Lipschitz-functionp is
differentiable. Moreover, sincea(t, ·) ∈ BVloc(R) for a.a.t by the one-sided Lipschitz condition, we have
a(t, x−) = a(t, x+) for a.a.(t, x) ∈ ΩT and thus from (34) that

Xs(t; 0, z) = a(t,X(t; 0, z))

for a.a.(t, x) = (t,X(t; 0, z)). Now the chain rule yields with (35) that (22) is satisfied for all these(t, x).
Since forw ∈ C0,1(I(t)) holds‖w‖TV (I(t)) = ‖wx‖1,I(t), see for example [8], we find for arbitraryε > 0

pointsx0 < x1 . . . < xN in I(t) such that

‖px(t)‖1,I(t) ≤
N∑
i=1

|p(t, xi)− p(t, xi−1)|+ ε.
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Summing (41) for the pairsxi−1, xi instead ofz1, z2 yields thus for all0 ≤ t ≤ τ

‖px(t)‖1,I(t) ≤ ε+
∫ τ

t
‖b(s)‖∞,I(s)‖px(s)‖1,I(s) ds+ ‖pτx‖1,I(τ)

+
∫ τ

t
(‖p(s)‖∞,I(s)‖bx(s)‖1,I(s) + ‖cx(s)‖1,I(s)) ds.

Sinceε > 0 was arbitrary, the same holds forε = 0. With I = I(t) andJ = [X(t; 0, z1) − ‖a‖∞(τ −
t), X(t; 0, z2) + ‖a‖∞(τ − t)] holdsI(s) ⊂ J for t ≤ s ≤ τ by (31). Now (38) follows by Gronwall.

Sincep solves (22) a.e. inΩτ , we get for arbitrary0 ≤ s < ŝ ≤ τ andI ŝs = [s, ŝ]× I

‖pt‖1,I ŝs ≤ ‖bp− c‖1,I ŝs + ‖a‖∞,I ŝs‖px‖1,I ŝs ≤ (ŝ− s)(‖bp− c‖L∞(s,ŝ;L1(I)) + ‖a‖∞,I ŝs‖px‖L∞(s,ŝ;L1(I))).

This is exactly (39). Now (40) follows directly from (37)–(39). Hereby, we use thatW 1,1(J) ↪→ C(J).

Proof of Corollary 15. (i): The assertions follow by applying Theorem 14 on(σ, τ)×R and lettingσ → 0+.
In fact, for anyσ ∈ (0, τ), the reversible solution is given by (36) fors = σ and satisfies (37)–(40) on
(σ, τ)×R. Moreover,p satisfies (36) by Remark 13 also for alls ∈ [σ, τ). Therefore, the reversible solution
obtained for someσ > 0 is an extension for all reversible solutions corresponding to largerσ which justifies
the definition ofp by exhaustion ofΩτ .

Now (40) yieldsp ∈ C0,1((0, τ ];L1
loc(R))∩B((0, τ ];W 1,1

loc (R)), and we may therefore extendp uniquely
to C0,1([0, τ ];L1

loc(R)). Clearly, p satisfies (37)–(40) fort ∈ (0, τ ]. Sincep(t, ·) is for t > 0 by (40)
uniformly bounded inW 1,1

loc (R) ↪→ BV loc(R) and p(t, ·) → p(0, ·) in L1
loc(R) for t → 0+, we ob-

tain p(0, ·) ∈ BV loc(R) by the lower semicontinuity of‖ · ‖BV underL1-convergence [8]. Together with
p ∈ B((0, τ ];W 1,1

loc (R)) we conclude thatp ∈ B([0, τ ]; BV loc(R)).
Now letE be a closed set such thatax(t, ·)|R\E ≤ α̃(t) with someα̃ ∈ L1(0, T ), cf. (24). LetEε be an

arbitraryε-neighborhood ofE and set̂a = a(1− ϕ) with the function

ϕ(t, x) = 1[0,ε/(1+4‖a‖∞)](t) max{0, 1− 4 dist(x,Eε/4)/ε}. (43)

Thenϕ is Lipschitz with respect tox and suppϕ ⊂ [0, ε/(1 + 4‖a‖∞)] × Eε/2. Sincea satisfies also the
weak OSLC (24), we have obviouslŷax ≤ α̂ for someα̂ ∈ L1(0, T ). Denote byp̂ the reversible solution
for a replaced bŷa. Thenp̂ ∈ C0,1(Ωcl

τ ) by Theorem 14. Now the values ofp|[0,τ ]×(R\Eε) andp̂|[0,τ ]×(R\Eε)
depend by Remark 13 only on the values ofa andâ outside the support ofϕ and therea coincides witĥa.
Hence, we havep|[0,τ ]×(R\Eε) = p̂|[0,τ ]×(R\Eε) which yieldsp ∈ C0,1([0, τ ]× (R \ Eε)). The bound for the
norm now follows from Theorem 14. IfE = ∅ then the strong OSLC (23) holds and we can clearly choose
E = Eε = ∅ by Theorem 14.

(ii): Exactly as at the beginning of the proof of Theorem 14 we obtain that the reversible solution according
to Definition 12 exists, is unique and satisfies the bound (37) fort > 0. In particular, we havep ∈ B(Ωτ ).

Now let(pτn) be a sequence inC0,1(R), bounded inC(R)∩W 1,1
loc (R), that converges pointwise everywhere

to pτ and denote the corresponding reversible solutions of (22) bypn. Then(pn) is bounded inB(Ωτ ) by
(37). Nowpn − p satisfies (36) withc = 0 andpτn − pτ instead ofpτ for all s > 0. Applying the Gronwall
lemma yields for all(t, x) ∈ Ωτ and withz such thatx = X(t; s, z) similarly as in (37) for allt ∈ (s, τ ]

|(pn − p)(t, x)| ≤ |(pτn − pτ )(X(τ ; s, z))|e‖b(·,X(·;s,z))‖∞,[s,τ ](τ−t).

This shows thatpn → p everywhere on(0, τ ] × R, and boundedly everywhere, since(pn) is bounded in
B((0, τ ]× R) by (37).

Moreover,(pn) is bounded inC0,1([0, τ ];L1
loc(R)) ∩ B([0, τ ]; BV loc(R)) ∩W 1,1

loc (Ωcl
τ ) by (40) in Theo-

rem 14 and the arguments in the proof of (i), since(pτn) is bounded inW 1,1
loc (R). Now pn → p boundedly

everywhere on(0, τ ] × R implies thatpn(t, ·) → p(t, ·) in L1
loc(R) boundedly for allt ∈ (0, τ ]. Therefore,

we have alsop ∈ C0,1([0, τ ];L1
loc(R)). Moreover, we conclude by an Arzela-Ascoli argument thatpn → p

in C([0, τ ];L1
loc(R)): we havepn(t, ·) → p(t, ·) in L1

loc(R) for all t in a dense countable subset of[0, τ ]
and get now uniform convergence by using the uniform Lipschitz-continuity. In particular, the boundedness
of (pn) in B([0, τ ]; BV loc(R)) ∩ W 1,1

loc (Ωcl
τ ) yields p ∈ B([0, τ ]; BV loc(R)) ∩ BV loc(Ωcl

τ ) by the lower
semicontinuity of theBV-norm underL1-convergence.
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Now let E be a closed set such thatax(t, ·)|R\E ≤ α̃(t) with someα̃ ∈ L1(0, T ), cf. (24). If E = ∅
then the strong OSLC (23) holds and thus (36) is satisfied also fors = 0 by Theorem 14. Hence,pn → p
converges even boundedly everywhere on[0, τ ]× R.

If E 6= ∅ we have to show thatpn(0, ·) → p(0, ·) boundedly everywhere on the open setR \ E. We
know by (i) thatpn ∈ C([0, τ ] × (R \ E)) and(pn) is bounded inB((0, τ ] × R). Thus,(pn) is bounded in
B([0, τ ] × (R \ E)) and it remains to show thatpn(0, x) → p(0, x) for all x ∈ R \ E. Let any suchx be
given. Then forε > 0 small enough we havex /∈ Eε. With ϕ as in (43) we set again̂a = a(1 − ϕ) and
denote bŷpn, p̂ the reversible solutions for̂a instead ofa. As in the proof of (i)â satisfies the strong OSLC
âx ≤ α̂ ∈ L1(0, T ) and thereforêpn → p̂ boundedly everywhere on[0, τ ] × R as we have already shown.
But as in the proof of (i) we conclude with Remark 13 thatp̂n(0, x) = pn(0, x) andp̂(0, x) = p(0, x).

3.3 Stability of reversible solutions
We study now the stability properties of reversible solutions with respect to the coefficientsa, b, c and the

end data. Our aim is to prove in particular the stability property (12) if the coefficients converge in the sense
(18), (19). The following stability result extends a similar result of [1] for the caseb = c ≡ 0 to the case
b, c 6= 0. A further extension to the weakened OSLC (24) will follow in Theorem 17.

Theorem 16. (Stability of reversible solutions under strong OSLC)
Let the following assumptions hold:

(a) (an) is a bounded sequence inL∞(ΩT ) with an → a in L∞(ΩT )-weak∗ and for a bounded sequence
(αn) in L1(0, T ) andα ∈ L1(0, T ) the OSLCs hold

(an)x(t, ·) ≤ αn(t), ax(t, ·) ≤ α(t) for a.a.t ∈ (0, T ),

(b) (bn), (cn) are sequences inL∞(0, T ;C0,1(R)), bounded inL1(0, T ;C(R)), with bn → b, cn → c in
L1(0, T ;Cloc(R)), whereb, c ∈ L∞(0, T ;C0,1(R)),

(c) (pτn) is a sequence inC0,1(R), bounded inC(R), with pτn → pτ in Cloc(R), wherepτ ∈ C0,1(R).

Then the reversible solutionspn of

(pn)t + an(pn)x = −bnpn + cn, pn(τ, ·) = pτn (44)

satisfy
pn → p in C([0, τ ]× [−R,R])

for all R > 0, wherep is the reversible solution of(22).

Proof. Denote byX andXn the backward flows according to Definition 9 fora andan, respectively. By
Theorem 11 it holdsXn → X in C(Db × [−R,R]) for anyR > 0. By the definition of reversible solutions
we have for allz ∈ R

pn(τ,Xn(τ ; 0, z)) = pτn(Xn(τ ; 0, z)),
d

dt
pn(t,Xn(t; 0, z)) = (−bnpn + cn)(t,Xn(t; 0, z)).

For the reversible solutionp of (22) holds (35). Fix someR > 0 and consider an arbitrary(t, x) ∈ [0, T ] ×
[−R,R]. There existz, zn ∈ R with x = X(t; 0, z) = Xn(t; 0, zn) and we haveX(s; 0, z), Xn(s; 0, zn) ∈
[R−Maτ,R+Maτ ] def= J according to (31) for alls ∈ [t, τ ] with an upper boundMa for ‖an‖∞ and‖a‖∞.
SinceX(s; t, x) = X(s; 0, z) andXn(s; t, x) = Xn(s; 0, zn) by (27), we have for a.a.s ∈ (t, τ)

pn(τ,Xn(τ ; t, x)) = pτn(Xn(τ ; t, x)),
d

ds
pn(s,Xn(s; t, x)) = (−bnpn + cn)(s,Xn(s; t, x)),

p(τ,X(τ ; t, x)) = pτ (X(τ ; t, x)),
d

ds
p(s,X(s; t, x)) = (−bp+ c)(s,X(s; t, x)).

Therefore, the difference∆pn(s) def= p(s,X(s; t, x))− pn(s,Xn(s; t, x)) satisfies

|∆pn(τ)| = |pτ (X(τ ; t, x))− pτn(Xn(τ ; t, x))| ≤ ‖pτ − pτn‖C(J) + ‖pτx‖∞,J‖X −Xn‖C(Db×J) (45)

13



and for a.a.s ∈ (t, τ)

d

ds
∆pn(s) = (bn(s,Xn(s; t, x))− b(s,X(s; t, x)))p(s,X(s; t, x))

− bn(s,Xn(s; t, x))∆pn(s) + c(s,X(s; t, x))− cn(s,Xn(s; t, x)).

Thus, we get withJτ
def= [0, τ ]× J

|∆pn(s)| ≤ ‖p‖C(Jτ )

(
‖bn − b‖L1(0,τ ;C(J)) + ‖bx‖L1(0,τ ;L∞(J))‖X −Xn‖C(Db×J)

)
+ ‖cn − c‖L1(0,T ;C(J))

+ ‖cx‖L1(0,τ ;L∞(J))‖X −Xn‖C(Db×J) + |∆pn(τ)|+
∫ τ

s
‖bn(r, ·)‖C(J)|∆pn(r)| dr

def= ηn +
∫ τ

s
‖bn(r, ·)‖C(J)|∆pn(r)| dr.

Obviously, this inequality holds for all(t, x) ∈ [0, τ ]× [−R,R] andηn does not depend on(t, x) ∈ [0, τ ]×
[−R,R]. Now the Gronwall lemma yields

|p(t, x)− pn(t, x)| = |∆pn(t)| ≤ ηn e‖bn‖L1(0,τ ;C(J))

for all (t, x) ∈ [0, τ ] × [−R,R]. By assumptions (a)–(c), (37), and (45) we see that‖bn‖L1(0,τ ;C(J)) is
uniformly bounded andηn → 0. This shows thatlimn→∞ ‖p− pn‖C([0,T ]×[−R,R]) = 0.

We have already observed that only the weakened OSLC (24) is satisfied if the initial data have an up-jump
(which generates a rarefaction wave), cf. (20). In this case we have the following variant of Theorem 16.

Theorem 17. (Stability of reversible solutions under weakened OSLC)
Let the assumptions(a)–(c)of Theorem 16 hold with the following modifications:

(a) In (a) the sequence(αn) is bounded inL1(σ, T ) andα ∈ L1(σ, T ) merely for all fixedσ > 0.

(b) In (b) the sequences(bn), (cn) are in addition bounded inL∞(0, T ;W 1,1
loc (R)).

(c) In (c) the sequence(pτn) is in addition bounded inW 1,1
loc (R).

Then the reversible solutionspn of (44) are uniformly bounded inB(Ωτ ) ∩ W 1,1((0, τ) × (−R,R)) ∩
C0,1/r([0, τ ];Lr(−R,R)) for all r ∈ [1,∞) andR > 0. Moreover,

pn → p in C([σ, τ ]× [−R,R]) ∩ C([0, τ ];Lr(−R,R))

for all σ > 0,R > 0 andr ∈ [1,∞), wherep is the reversible solution of(22).
If in additionE is a closed set such thatax(t, ·)|R\E ≤ α̃(t), α̃ ∈ L1(0, T ), (an)x(t, ·)|R\E ≤ α̃n(t), (α̃n)

bounded inL1(0, T ), then one has moreover

pn → p in C([0, τ ]× ([−R,R] \ Eε))

for anyε-neighborhoodEε ofE and allR > 0.

Proof. The reversible solutionspn andp are by definition reversible solutions on any domain[σ, τ ] × R,
σ > 0, see Remark 13, and there the strong OSLC condition of Theorem 16, (a) holds. Therefore, Theorem
16 is applicable on these domains and yields thatpn → p in C([σ, τ ]× [−R,R]) for all R > 0. The uniform
boundedness ofpn in B(Ωτ ) ∩W 1,1((0, τ) × (−R,R)) ∩ C0,1([0, τ ];L1(−R,R)) is a direct consequence
of Corollary 15 and the boundedness assumptions onbn, cn, andpτn. SettingI = [−R,R] and using the

interpolation inequality‖ · ‖r,I ≤ ‖ · ‖
1/r
1,I ‖ · ‖

1−1/r
∞,I for r ∈ [1,∞), we conclude that(pn) is also bounded in

C0,1/r([0, τ ];Lr(−R,R)). Now forσ > 0 and allt ∈ [0, σ] we have withI = [−R,R]

‖pn(t)− p(t)‖1,I ≤ ‖pn(σ)− p(σ)‖1,I + (σ − t)‖pn − p‖C0,1([0,τ ];L1(I)) ≤ 2R‖pn(σ)− p(σ)‖C(I) + Cσ

whereC is a uniform bound for‖pn − p‖C0,1([0,τ ];L1(I)). This shows that

‖pn − p‖C([0,τ ];L1(−R,R)) ≤ 2R‖pn − p‖C([σ,τ ]×[−R,R]) + Cσ.

We have already shown that the first term on the right-hand side converges to zero for any fixedσ > 0. Thus,
given anyε > 0, the right hand side is≤ ε by choosingσ = ε/(2C) for all n sufficiently large. This shows
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thatpn → p in C([0, τ ];L1(−R,R)). By interpolation with the uniformL∞-bound forpn andp, the same
holds inC([0, τ ];Lr(−R,R)) for all r ∈ [1,∞).

Now letE be a closed set such thatax(t, ·)|R\E ≤ α̃(t), α ∈ L1(0, T ), (an)x(t, ·)|R\E ≤ α̃n(t), (α̃n)
bounded inL1(0, T ). Moreover, letε > 0 be arbitrary andEε theε-neighborhood ofE. By (a) we findMa

with ‖an‖∞, ‖a‖∞ ≤Ma. As used previously, we setâ = a(1− ϕ) andân = an(1− ϕ) with the function

ϕ(t, x) = 1[0,ε/(1+4Ma)](t) max{0, 1− 4 dist(x,Eε/4)/ε}.
Using in addition the boundsax ≤ α and(an)x ≤ αn, there exist obviouslŷα ∈ L1(0, T ) and a bounded
sequence(α̂n) in L1(0, T ) with âx ≤ α̂ and(ân)x ≤ α̂n. Now Theorem 16 yieldŝpn → p̂ in C([0, τ ] ×
[−R,R]) for allR > 0. Moreover, Remark 13 yields as before thatp̂n|[0,τ ]×([−R,R]\Eε) = pn|[0,τ ]×([−R,R]\Eε)
and p̂|[0,τ ]×([−R,R]\Eε) = p|[0,τ ]×([−R,R]\Eε), since the propagation speed of the backward flow is bounded
byMa. Hence, we have shown thatpn → p in C([0, τ ]× ([−R,R] \ Eε)). This completes the proof

References

[1] F. Bouchut, F. James, One-dimensional transport equations with discontinuous coefficients, Nonlinear Anal. 32
(1998) 891–933.

[2] F. Bouchut, F. James, Differentiability with respect to initial data for a scalar conservation law, in: Hyperbolic
problems: theory, numerics, applications, Vol. I (Zürich, 1998), Birkḧauser, Basel, 1999, pp. 113–118.
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